Investigation Of Seasonal Variation and Trend Effect in Stochastic Model Selection
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Abstract: Stochastic models are frequently used methods in hydrology. These models are used to produce longer time period synthetic data having the same statistical parameters of limited observed data. Hydrologic data have usually seasonal variation and trend factors which effect to determine the best fit stochastic model.

The effects of these parameters on various stochastic models were investigated in this study by using monthly averaged flow data of Demirci (16-080) flow observation station in Konya basin in the present study. In various orders of AR, ARMA, SAR and SARMA models were evaluated for different seasonal effect and trend factor. In the second part of the study, several criteria were compared to determine the best fit model.
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INTRODUCTION

Stochastic models are one of the statistical methods often used in hydrological analysis to generate synthetic data based on observations and to make predictions by using the generated data. Hydrological data are used as the basis of water resources planning and design projects. To use long term observational data is important to increase the reliability of planning. In order to get the necessary information and data, modeling of streamflow is important for a variety of applications in engineering structures for example water resources planning, water supply and management of irrigation systems and water quality, drought analysis etc.

Statistical methods are used to model the time dependent variables that affect the hydrological parameters. Main purposes for the modeling of variables following the stochastic process are to generate statistically similar synthetic data to observed data and to forecast future generating similar synthetic data assuming past conditions will not change. The stochastically generated data is not the future or past observed data but predicted data of similar conditions with observed data [1].

There are many studies on the stochastically generated hydrological data in the literature [2], [3], [4], [5] and [6]. Among many methods, autoregressive, moving average, exponential smoothing, Holt’s method could be given for stochastically forecasting. Holt’s method was weak in capable of seasonal fluctuation and exponential method was weak in trend capturing in time series data. Seasonal fluctuation, periodic behavior and trend effect are the most important features of an observed hydrological data. ARIMA and Winter method are used to predict the data with these features.

Hydrological time series due to their periodic recurrences can be estimated by linear stochastic models. Linear stochastic models are generally known as Auto Regressive Integrated Moving Average (ARIMA) or Box and Jenkins models. Estimation capacity of ARIMA models are reported to have more flexibility than other models such as neural networks, fuzzy system due to its regressive and moving average features [1]. Several autoregressive and moving average models are developed to predict the seasonal and periodic fluctuations. ARIMA model was applied on monitoring agricultural drought by [10] and the performance of the model was found rather good. SARIMA model was used by [11] to forecast the drought in Kansabati river basin in India and it was concluded that the model gave reasonably good results for 2 month lead forecasting and it can be used for drought preparedness plans in the region. Streamflow of four rivers selected from various places in the world was simulated by [12] by using ARMA models and prediction interval of the models are reported as better than bootstrap methods.

30 years of monthly flow volumes of Demirci (16-080) Flow Observation Station is used in this study. First 25 years of the flow data (600 months) is modeled in various orders of AR, ARIMA and SARIMA models and various criteria are used to select the best fit model. Winters method, s one of the best methods to model the seasonal fluctuations, is also used to model the streamflow data. The results of Winter method and SARIMA method are compared. In the second part of the study, 5 years of data (60 months) are forecasted by using both methods and results are compared with the real observed data.
METHOD

The use of Auto Regressive Integrated Moving Average (ARIMA) model and how to make short terms predictions in a time series are explained in [13]. The model is mathematically defined in terms of residuals which are based on statistically the differences in observed and predicted values. The time series is constructed equally spaced data since it can be used to explain the seasonal fluctuations. The model with minimum residual is taken as the best fit model. Stochastic processes modeling is used in generation by using the statistical properties of observed data. Forecasting is the next step after selecting the best fit model. Daily, monthly and seasonal data are generally used in time series analysis. As time periods decreases, internal dependency and irregularity in the data emerges. For example, since time series of yearly data has less correlation than that of daily data, it can be defined with less order models. AR(1) is the least order of the model and it can be used to define short term dependency, however higher orders may be needed to explain the long term relations and seasonal ARIMA (SARIMA) modes are preferred in seasonal or periodic relations.

The first step in modeling of a time series is to separate the deterministic and stochastic components. Deterministic components can be seen as periodic recurrence, jump and trend in a hydrologic series which makes the time series non-stationary. Stochastic components are statistical terms which define the autogressive and random changes in the series [14]. Streamflow series can be modeled in four steps in hydrology:

1. Model selection: The best model type and order is selected to define the observed series. There are some guidelines to select the model and order type based on the auto correlation and partial autocorrelation relations (correlograms) but it is usually selected based on the experience.

2. Defining model parameters: There are several methods to find the model parameters such as moments, maximum likelihood, least square methods. Model parameters are estimated based on the observed data.

3. Diagnostic checking: Tentative model is checked for adequacy with observed data. There are several criteria for this purposes such as: residual autocorrelation function (ACF), AIC (Akaike Information criteria), SBIC (Schwarz Bayesian Information Criteria), minimum error variance, Portmanteau test (Ljung-Box test). There are some weakness in each criteria, thus, different results of several criteria are compared for the best fit model selection [15].

4. Generation of synthetic series: Selected model is used to generate the short term forecasting. The models and formulations used in this study are explained briefly in the following parts.

**Linear Autoregressive Models (AR)**

Flow in year $t$ with $p$ order autoregressive model is given as:

$$ x_t = \mu + \sum_{j=1}^{p} \phi_j (x_{t-j} - \mu) + \varepsilon_t $$

(1)

Where $p$; model order, $x_t$ flow in year $t$, $\varepsilon_t$ residual term with zero mean and variance $\sigma^2$, $\phi_j$ autoregressive term

**Linear autoregressive and moving average models (ARMA)**

This model consist two models emerged; $p$ order of AR and $q$ order of MA (moving average) terms. General structure of this model is given below:

$$ x_t = \mu + \sum_{j=1}^{p} \phi_j (x_{t-j} - \mu) + \varepsilon_t - \sum_{j=1}^{q} \theta_j \varepsilon_{t-j} $$

(2.a)

Where $\theta_j$, moving average parameter. Based on the model parameter orders, it can be shown as ARMA(p,q). In explicit form it is given as

$$ x_t = \phi x_{t-1} + \cdots + \phi p x_{t-p} + \varepsilon_t + \theta_1 \varepsilon_{t-1} + \cdots + \theta q \varepsilon_{t-q} $$

(2.b)

Backshift operator (B) is suggested to ease the use of model. For example: $B x_t = x_{t-1}$ represents the flow in time $t-1$. Therefore ARMA model can be expressed the following:

$$ (1-\phi B-\cdots-\phi p B^p) x_t = (1-\theta B-\cdots-\theta q B^q) \varepsilon_t $$

(3)

$$ \phi (B) x_t = \theta (B) \varepsilon_t $$

(4)

If a time series is not stationary, it can be made stationary buy differencing [13] as shown in the following equation;

$$ (1-B) x_t = x_{t-d} $$

(5)

Thus the model is called ARIMA (auto regressive integrated moving average). In practical application, differencing one time is usually enough to make the series stationary.

**Linear seasonal autoregressive moving average models (Seasonal ARIMA models)**

Seasonal ARIMA (SARIMA) models are recommended in modeling of seasonally fluctuated time series [13] . The model is given in general form as:

$$ \phi (B) \Phi (B) (1-B)^{d} (1-B^s)^D x_t = \theta (B) \Theta (B) \varepsilon_t $$

(6.a)

And in implicit form;

$$ (1-\phi_1 B-\cdots-\phi_p B^p) (1-\Phi_1 B^s-\cdots-\Phi_P B^{ps}) (1-B)^d (1-B^s)^D X_t = C + (1+\theta_1 B^s+\cdots+\theta_q B^{qs}) (1-\Theta_1 B^s-\cdots-\Theta_Q B^{qs}) \varepsilon_t $$

(6.b)

where $d$; number of differencing, $s$; number of season, $D$; number of seasonal differencing, $\Phi_0 q_0$ order autoregressive term, $\theta_0 q_0$ order of seasonal autoregressive term, $\Theta q_0$ number of moving average term, $\Theta q_0$ q0 order of seasonal moving average term. SARIMA models can be written as SARIMA(p,d,q)(p,D,q)s based on the orders of AR(p) and MA(q) processes and the presence of differencing (d)
Best fit model is selected among many candidates based on the statistical criteria and residual term analysis. Model selection is explained in selection criteria section. The parsimony is adopted in the selection of model that based on the preference of least parameter model.

**Holt’s Winter exponential smoothing method**

This method is suggested for slow changing and seasonally fluctuated time series modeling. Based on the constant and variable correction term, there are additive and multiplicative exponential smoothing methods respectively.

Additive seasonal Holt’s-Winter exponentially smoothing method is given below:

\[ a_t = a_t (F_t - e_t) + (1 - \alpha) (a_{t-1} + b_{t-1}) \]  
\[ b_t = \beta (a_t - a_{t-1}) + (1 - \beta) b_{t-1} \]  
\[ F_t = \gamma (x_t - a_t) + (1 - \gamma) F_t \]

Where \( a, b, \gamma \) smoothing constants whose values are changing within zero and one, \( a \); level in time \( t \), \( b \); alope at time \( t \), \( s \); number of period in a year, \( x \); observed time series at time \( t \).

Multiplicative seasonal Holt’s-Winter exponentially smoothing method is given below:

\[ a_t = a_t (F_t - e_t) + (1 - \alpha) (a_{t-1} \cdot b_{t-1}) \]  
\[ b_t = \beta (a_t / a_{t-1}) + (1 - \beta) b_{t-1} \]  
\[ F_t = \gamma (x_t / a_t) + (1 - \gamma) F_{t-1} \]

**Model Selection Criteria**

Once the stochastic model is selected, model parameters are checked against reversibility and normality test. After residual values are tested for normality and independent residual terms should be below pre-defined significance level, \( m \); lag time, \( r \). There are other test methods to choose the best fit among candidate models in the literature based on the residual terms. Most common methods are given briefly in the following section.

**Sum of Square Errors, (SSE):**

\[ SSE = \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \]  

where \( y_i \); observed data, \( \hat{y}_i \); estimated data.

**Mean Square Error, (MSE):**

\[ MSE = \frac{SSE}{n} \]  

**Akaike Information Criteria (AIC):** One of the most common test methods in stochastic analysis is that AIC criteria suggested by [16] based on the least variable usage in the model (the parsimony criteria). AIC is given as;

\[ AIC = n \ln(MSE) + 2k \]

\( k \); sum of AR and MA parameters.

**Schwarz Bayesian Information Criterion, (SBIC):**

Similar to AIC, [17] suggested the equation below;

\[ SBIC = n \ln(MSE) + k \ln(n) \]

**Amemiya’s Prediction Criterion,(APC)[18]:**

\[ APC = \left( \frac{n + k}{n - k} \right) \left( \frac{SSE}{n} \right) \]  

**Amemiya’s Adjusted R-Square:**

\[ AAR = 1 - \left( \frac{n + k}{n - k} \right) (1 - R^2) \]

where \( R^2 \) is correlation based on observed and estimated data and given below:

\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \]

**DATA**

Monthly flow volumes of Karasu river located in Demirci Flow Observation Station (16-080) in Aksaray province is used. Data spans 1970-2000 period. The station has 1118 metre elevation and 497 m² rainfall basin. The model structure has two parts: the first part (1970-1995) has 300 monthly flow values and used in the selection of best model. Based on the selected model 5 year (60 months) of flow values are forecasted. The second part of the data (1996-2000) which has 60 monthly flow values is used in comparison of forecasted values.
RESULTS AND DISCUSSION

A linear trend with a negative slope of -0.0031 and cutting point of 5,3257 in observed flow series was found. Hypothesis test was constructed whether slope is significant than zero and it was checked with non-parametric Spearman rho test. t-test value was found as -2.5162 and probability of 1.24% which indicates that the slope is significant. Therefore the trend is included in the analysis.

Several AR, MA, ARMA, ARIMA and SARIMA models were generated to find the best fit to observed data series according to ACF and PACF correlograms given in Figure 2. Based on the best fit criteria given in section 2, results are evaluated and given in Table 1, Figure 3.a and Figure 3.b. Models are generated by subtracted mean and including trend of the observed data. Seasonal effect is taken as 12 in SARMA models and significant level was considered as 5% in the statistical evaluations. Model evaluation is carried out on the results of accepted models which pass the ACF and PACF correlograms of residuals. Once the models pass these criteria, then Port-Manteau
test (Q test) is applied. After the Q test is achieved by the model, the other criteria given in section 2 is applied and performances are compared to find the best fit model.

Abbreviations used in Table 1 are as the following: P.T.; Port-Manteau Test, R.C.; Residual Correlogram, W.M.A.; Holt’s Winter Additive method, W.M.M.: Holt’s Winter Multiplicative method, Y: yes (passed the test), N: No (not passed the test) and the rest is as given before.

<table>
<thead>
<tr>
<th>SARMA(100)(101)</th>
<th>$\phi_1$</th>
<th>0.46704</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Phi_1$</td>
<td>0.99908</td>
<td></td>
</tr>
<tr>
<td>$\Theta_1$</td>
<td>0.779502</td>
<td></td>
</tr>
<tr>
<td>Holt’s Winter Additive</td>
<td>$\alpha$</td>
<td>0.183617</td>
</tr>
<tr>
<td></td>
<td>$\beta$</td>
<td>6.45E-08</td>
</tr>
<tr>
<td></td>
<td>$\gamma$</td>
<td>0.144225</td>
</tr>
</tbody>
</table>

Table 2. Parameters of the selected models

<table>
<thead>
<tr>
<th>Model no.</th>
<th>AIC</th>
<th>SBIC</th>
<th>SSE</th>
<th>APC</th>
<th>AAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-32</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
</tr>
<tr>
<td>33-40</td>
<td>0.6</td>
<td>0.7</td>
<td>0.8</td>
<td>0.9</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 3.b. MSE, RSE and R2 criteria for all models.

There are 14 models (Model 19 through Model 32) which pass the Port-Manteau and within the ACF/PACF confidence limit. AIC, SBIC and APC criteria were changing in the same level for different models. Figure 3.a. and Figure 3.b. show that Model 20 (SARMA (1,0,0) (1,0,1)) and for Model 31 (Holt’s-Winter Additive model) were the best fit models.

Parameters of these models were given in Table 2. Since the b parameter is close to zero value, this can be omitted. Stream flow values calculated with these models are compared with observed data and given in Figure 4 and Figure 5 for SARMA and W.M.A. models respectively.

60 months (5 year) of stream flow for 1996-2000 period were forecasted with the selected models and compared with observed (real) data and results are given in Figure 6 and Figure 7.

It can be clearly seen from Figure 6 and Figure 7 that forecasted values are closely related with observed values.

Statistical analyses were carried out between observed flow and forecasted values from both methods and results are given in Table 3 and Table 4. Statistical analysis revealed that forecasted values obtained from both methods (SARMA and Holt’s-Winter Additive methods) are very good estimates of the observed values. Durbin Watson test showed that there is a significant serial correlation between observed and forecasted values. Residual terms are tested for normality and found with constant variance and fit normal distribution.

Table 2. Parameters of the selected models

Table 3. Basic statistics of forecasted flows in between 1996-2000 period

<table>
<thead>
<tr>
<th>Model</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Standard Error</th>
<th>Skewness</th>
<th>Kurtosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed</td>
<td>3.692</td>
<td>2.296</td>
<td>0.296</td>
<td>-0.149</td>
<td>1.336</td>
</tr>
<tr>
<td>SARMA(100)(101)</td>
<td>4.553</td>
<td>1.941</td>
<td>0.251</td>
<td>-0.353</td>
<td>1.568</td>
</tr>
<tr>
<td>WMA</td>
<td>4.246</td>
<td>1.757</td>
<td>0.227</td>
<td>-0.364</td>
<td>1.561</td>
</tr>
</tbody>
</table>

Table 4. Linear regression results of observed and forecasted flow for 1999-2000 period

<table>
<thead>
<tr>
<th>Flow</th>
<th>Durbin-Watson</th>
<th>Linear Correlation</th>
<th>$R^2$</th>
<th>$R$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observed &amp; SARMA</td>
<td>1.7021</td>
<td>Yes</td>
<td>0.883</td>
<td>0.94</td>
<td>0.626</td>
</tr>
<tr>
<td>Observed &amp; WMA</td>
<td>1.5254</td>
<td>Yes</td>
<td>0.8859</td>
<td>0.9412</td>
<td>0.611</td>
</tr>
</tbody>
</table>
CONCLUSION

Monthly stream flow values of Demirci (16-080) Flow Observation Station data near Aksaray city in Konya Closed basin is simulated by constructing various stochastic models. Data spans for 1970-2000 period (300 months) and best fit model is found as SARMA(100)(101) (Seasonal ARIMA) which reflects seasonal effects of data. Trend analysis is carried out in data and linear decreasing equation was found significant and its effect was included in the developed models. Seasonal fluctuation was also considered in the models. After selecting the best fit model, 5 year (60 months) of data was forecasted and compared with observed values. Comparison revealed that the developed model was in good agreement with observed data.

Monthly flow values were also modeled with Holt’s-Winter additive method and it was also found in good agreement. SARMA and Holt’s-Winter additive model were compared and MSE and R2 values were found very close to each other resulting that both models reflects the observed flow conditions very well.
REFERENCES


